# 1. A university wants to understand the relationship between the SAT scores of its applicants and their college GPA. They collect data on 500 students, including their SAT scores (out of 1600) and their college GPA (on a 4.0 sca­le). They f­ind that the correlation coefficient between SAT scores and college GPA is 0.7. What does this correlation coefficient indicate about the relationship between SAT scores and college GPA?

# Sol- A correlation coefficient of 0.7 indicates a strong positive linear relationship between SAT scores and college GPA.

# In other words, there is a strong tendency for students with higher SAT scores to also have higher college GPAs, and vice versa. The positive sign of the correlation coefficient indicates that as SAT scores increase, college GPAs tend to increase as well.

# It's important to note that correlation does not imply causation. While there is a strong correlation between SAT scores and college GPA, it does not necessarily mean that SAT scores directly cause higher or lower college GPAs. Other factors, such as study habits, motivation, and personal characteristics, may also contribute to a student's academic performance.

# Q-2. Consider a dataset containing the heights (in centimeters) of 1000 individuals. The mean height is 170 cm with a standard deviation of 10 cm. The dataset is approximately normally distributed, and its skewness is approximately zero. Based on this information, answer the following questions: a. What percentage of individuals in the dataset have heights between 160 cm and 180 cm?

# b. If we randomly select 100 individuals from the dataset, what is the probability that their average height is greater than 175 cm?

# c. Assuming the dataset follows a normal distribution, what is the z-score corresponding to a height of 185 cm?

# d. We know that 5% of the dataset has heights below a certain value. What is the approximate height corresponding to this threshold?

# e. Calculate the coefficient of variation (CV) for the dataset.

# f. Calculate the skewness of the dataset and interpret the result.

# In [12]:

# *#a*

# import scipy.stats as stats

# mean = 170

# std\_dev = 10

# percentage = (stats.norm.cdf(180, mean, std\_dev) - stats.norm.cdf(160, mean, std\_dev)) \* 100

# print(percentage)

# 68.26894921370858

# In [13]:

# *#b*

# sample\_size = 100

# sample\_mean = mean

# sample\_std\_dev = std\_dev / (sample\_size \*\* 0.5)

# probability = 1 - stats.norm.cdf(175, sample\_mean, sample\_std\_dev)

# print(probability)

# 2.866515719235352e-07

# In [14]:

# *#c*

# z\_score = (185 - mean) / std\_dev

# print(z\_score)

# 1.5

# In [15]:

# *#d*

# height = stats.norm.ppf(0.05, mean, std\_dev)

# print(height)

# 153.55146373048527

# In [16]:

# *#e*

# cv = (std\_dev / mean) \* 100

# print(cv)

# 5.88235294117647

# f

# The skewness of a dataset measures the asymmetry of its distribution. A skewness value of approximately zero indicates that the dataset is symmetric and does not have a significant tail on either side. In other words, the dataset's distribution is relatively balanced around the mean.

# Q.3-Consider the ‘Blood Pressure Before’ and ‘Blood Pressure After’ columns from the data and calculate the following <https://drive.google.com/file/d/1mCjtYHiX--mMUjicuaP2gH3k-SnFxt8Y/view?usp=share_>

# In [17]:

# *#a. Measure the dispersion in both and interpret the results.*

# *#Sol-*

# import pandas as pd

# df=pd.read\_csv(r"data.csv")

# before\_variance = df[" Blood Pressure Before (mmHg)"].var()

# after\_variance = df[" Blood Pressure After (mmHg)"].var()

# print("Variance before:",before\_variance,"Variance after:",after\_variance)

# Variance before: 43.53727272727271 Variance after: 47.4448484848485

# In [18]:

# *#b*

# import numpy as np

# import matplotlib.pyplot as plt

# from scipy import stats

# mean = np.mean(df)

# confidence\_interval = stats.t.interval(0.95, len(df) - 1, loc=mean, scale=stats.sem(df))

# print("Mean:", mean)

# print("Confidence Interval (95%):", confidence\_interval)

# *#plotting in a bar graph*

# plt.figure()

# plt.bar(x=1, height=mean, color='red')

# plt.xticks([])

# plt.xlim(0.5, 1.5)

# plt.ylabel("Values")

# plt.title("Mean and 5% Confidence Interval")

# plt.show()

# C:\Users\Admin\anaconda3\lib\site-packages\numpy\core\fromnumeric.py:3438: FutureWarning: In a future version, DataFrame.mean(axis=None) will return a scalar mean over the entire DataFrame. To retain the old behavior, use 'frame.mean(axis=0)' or just 'frame.mean()'

# return mean(axis=axis, dtype=dtype, out=out, \*\*kwargs)

# Mean: Patient ID 50.50

# Blood Pressure Before (mmHg) 133.91

# Blood Pressure After (mmHg) 128.36

# dtype: float64

# Confidence Interval (95%): (array([ 44.74349058, 132.60075849, 126.99326698]), array([ 56.25650942, 135.21924151, 129.72673302]))

# 

ms **=** np**.**mean(np**.**abs(df **-** np**.**mean(df)))

sd **=** np**.**std(df)

print("Mean absolute deviation",ms)

print("standard deviation",sd)

Mean absolute deviation Patient ID 25.0000

Blood Pressure Before (mmHg) 5.7118

Blood Pressure After (mmHg) 5.9000

dtype: float64

standard deviation Patient ID 28.866070

Blood Pressure Before (mmHg) 6.565204

Blood Pressure After (mmHg) 6.853495

dtype: float64

In [20]:

*#d*

variable1 **=** df[' Blood Pressure Before (mmHg)']

variable2 **=** df[' Blood Pressure After (mmHg)']

*# Calculate the correlation coefficient and p-value*

correlation\_coefficient, p\_value **=** stats**.**pearsonr(variable1, variable2)

*# Print the correlation coefficient and p-value*

print("Correlation Coefficient:", correlation\_coefficient)

print("p-value:", p\_value)

*# Check the significance at 1% level*

**if** p\_value **<** 0.01:

print("The correlation coefficient is significant at the 1% level.")

**else**:

print("The correlation coefficient is not significant at the 1% level.")

Correlation Coefficient: 0.9779485966556017

p-value: 1.8097381433072956e-68

The correlation coefficient is significant at the 1% level.

Q-4. A group of 20 friends decide to play a game in which they each write a number between 1 and 20 on a slip of paper and put it into a hat. They then draw one slip of paper at random. What is the probability that the number on the slip of paper is a perfect square (i.e., 1, 4, 9, or 16)?

In [21]:

*#Sol-4*

total\_outcomes **=** 20

favorable\_outcomes **=** 4

probability **=** favorable\_outcomes **/** total\_outcomes

print("The probability of drawing a perfect square number is:", probability)

The probability of drawing a perfect square number is: 0.2

Q-5. A certain city has two taxi companies: Company A has 80% of the taxis and Company B has 20% of the taxis. Company A's taxis have a 95% success rate for picking up passengers on time, while Company B's taxis have a 90% success rate. If a randomly selected taxi is late, what is the probability that it belongs to Company A?

In [22]:

*#Sol-5*

P\_A **=** 0.8

P\_B\_given\_A **=** 0.05

P\_B\_given\_B **=** 0.10

P\_B **=** P\_B\_given\_A **\*** P\_A **+** P\_B\_given\_B **\*** (1 **-** P\_A)

P\_A\_given\_B **=** (P\_B\_given\_A **\*** P\_A) **/** P\_B

*# Print the result*

print("The probability that a randomly selected late taxi belongs to Company A:", P\_A\_given\_B)

The probability that a randomly selected late taxi belongs to Company A: 0.6666666666666667

Q-6. A pharmaceutical company is developing a drug that is supposed to reduce blood pressure. They conduct a clinical trial with 100 patients and record their blood pressure before and after taking the drug. The company wants to know if the change in blood pressure follows a normal distribution.

<https://drive.google.com/file/d/1mCjtYHiX--mMUjicuaP2gH3k-SnFxt8Y/view?usp=share_>

In [23]:

*# Calculate the change in blood pressure*

change\_in\_bp **=**df[' Blood Pressure After (mmHg)'] **-** df[' Blood Pressure Before (mmHg)']

*# Plot a histogram of the change in blood pressure*

plt**.**hist(change\_in\_bp, bins**=**10, edgecolor**=**'black')

plt**.**xlabel("Change in Blood Pressure (mmHg)")

plt**.**ylabel("Frequency")

plt**.**title("Distribution of Change in Blood Pressure")

plt**.**show()

**![](data:image/png;base64,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)**

In [24]:

**from** scipy.stats **import** shapiro

**from** scipy.stats **import** shapiro

*# Perform Shapiro-Wilk test for normality*

statistic, p\_value **=** shapiro(change\_in\_bp)

*# Print the test statistic and p-value*

print("Shapiro-Wilk test statistic:", statistic)

print("p-value:", p\_value)

Shapiro-Wilk test statistic: 0.953819990158081

p-value: 0.0014938802924007177

Since the p-value (0.0015) is less than the typical significance level of 0.05, we reject the null hypothesis that the data follows a normal distribution. This suggests that the change in blood pressure in the clinical trial does not follow a normal distribution.

Q-7. The equations of two lines of regression, obtained in a correlation analysis between variables X and Y are as follows:

and . 2X + 3 − 8 = 0 2Y + X − 5 = 0 The variance of X = 4 Find the a. Variance of Y b. Coefficient of determination of C and Y c. Standard error of estimate of X on Y and of Y on X.

Q-8. The anxiety levels of 10 participants were measured before and after a new therapy. The scores are not normally distributed. Use the Wilcoxon signed-rank test to test whether the therapy had a significant effect on anxiety levels. The data is given below: Participant Before therapy After therapy Difference

In [25]:

**import** pandas **as** pd

*# Create a dictionary with the data*

data **=** {

'Participant': [1, 2, 3, 4, 5, 6, 7, 8, 9, 10],

'Before therapy': [10, 8, 12, 15, 6, 9, 11, 7, 14, 10],

'After therapy': [7, 6, 10, 12, 5, 8, 9, 6, 12, 8],

'Difference': [**-**1, **-**1, **-**1, **-**1, **-**1, **-**1, **-**1, **-**1, **-**1, **-**1]

}

*# Create a DataFrame from the dictionary*

df1**=** pd**.**DataFrame(data)

*# Calculate the difference*

df1['Difference'] **=** df1['After therapy'] **-** df1['Before therapy']

*# Print the DataFrame*

print(df1)

Participant Before therapy After therapy Difference

0 1 10 7 -3

1 2 8 6 -2

2 3 12 10 -2

3 4 15 12 -3

4 5 6 5 -1

5 6 9 8 -1

6 7 11 9 -2

7 8 7 6 -1

8 9 14 12 -2

9 10 10 8 -2

In [26]:

**from** scipy.stats **import** wilcoxon

*# Perform Wilcoxon signed-rank test*

statistic, p\_value **=** wilcoxon(df1['Before therapy'], df1['After therapy'])

*# Print the test statistic and p-value*

print("Wilcoxon signed-rank test statistic:", statistic)

print("p-value:", p\_value)

Wilcoxon signed-rank test statistic: 0.0

p-value: 0.001953125

Since the p-value (0.0019) is less than the typical significance level of 0.05, we can conclude that the therapy had a significant effect on anxiety levels. This indicates that there is a statistically significant difference between the anxiety levels before and after the therapy.

In summary, the Wilcoxon signed-rank test suggests that the therapy had a significant positive effect on reducing anxiety levels.

Q-9. Given the score of students in multiple exams

Test the hypothesis that the mean scores of all the students are the same. If not, name the student with the highest score.

In [27]:

**import** pandas **as** pd

*# Create a dictionary with the data*

data **=** {

'Name': ['Karan', 'Deepa', 'Karthik', 'Chandan', 'Jeevan'],

'Exam 1': [85, 70, 90, 75, 95],

'Exam 2': [90, 80, 85, 70, 92],

'Final Exam': [92, 85, 88, 75, 96]

}

*# Create a DataFrame from the dictionary*

df2**=** pd**.**DataFrame(data)

*# Print the DataFrame*

print(df2)

Name Exam 1 Exam 2 Final Exam

0 Karan 85 90 92

1 Deepa 70 80 85

2 Karthik 90 85 88

3 Chandan 75 70 75

4 Jeevan 95 92 96

In [28]:

**import** scipy.stats **as** stats

*# Perform one-way ANOVA*

f\_statistic, p\_value **=** stats**.**f\_oneway(df2['Exam 1'], df2['Exam 2'], df2['Final Exam'])

*# Print the F-statistic and p-value*

print("F-statistic:", f\_statistic)

print("p-value:", p\_value)

*# Calculate the maximum score for each student*

df2['Max Score'] **=** df2[['Exam 1', 'Exam 2', 'Final Exam']]**.**max(axis**=**1)

*# Sort the DataFrame by the maximum score in descending order*

sorted\_df2 **=** df2**.**sort\_values(by**=**'Max Score', ascending**=False**)

*# Get the student with the highest score*

highest\_score\_student **=** sorted\_df2**.**iloc[0]['Name']

*# Print the student with the highest score*

print("Student with the highest score:", highest\_score\_student)

F-statistic: 0.3236947791164659

p-value: 0.7295954253321559

Student with the highest score: Jeevan

Q-10. A factory produces light bulbs, and the probability of a bulb being defective is 0.05. The factory produces a large batch of 500 light bulbs. a. What is the probability that exactly 20 bulbs are defective? b. What is the probability that at least 10 bulbs are defective? c. What is the probability that at max 15 bulbs are defective? d. On average, how many defective bulbs would you expect in a batch of 500?

In [29]:

*#a*

*#a*

**import** scipy.stats **as** stats

**import** math

n **=** 500

p **=** 0.05

k **=** 20

mean **=** n **\*** p

std\_dev **=** math**.**sqrt(n **\*** p **\*** (1 **-** p))

probability\_20\_defective **=** stats**.**norm**.**cdf(k **+** 0.5, loc**=**mean, scale**=**std\_dev) **-** stats**.**norm**.**cdf(k **-** 0.5, loc**=**mean, scale**=**std\_dev)

print("Probability of exactly 20 bulbs being defective:", probability\_20\_defective)

Probability of exactly 20 bulbs being defective: 0.0483661403058116

In [30]:

*#b*

k **=** 10

probability\_at\_least\_10\_defective **=** stats**.**norm**.**sf(k **-** 0.5, loc**=**mean, scale**=**std\_dev)

print("Probability of at least 10 bulbs being defective:", probability\_at\_least\_10\_defective)

Probability of at least 10 bulbs being defective: 0.9992649777488151

In [ ]:

*#c*

k **=** 15

probability\_at\_most\_15\_defective **=** stats**.**norm**.**cdf(k **+** 0.5, loc**=**mean, scale**=**std\_dev)

print("Probability of at most 15 bulbs being defective:", probability\_at\_most\_15\_defective)

In [ ]:

*#d*

expected\_defective\_bulbs **=** n **\*** p

print("Expected number of defective bulbs:", expected\_defective\_bulbs)

Q-11. Given the data of a feature contributing to different classes

<https://drive.google.com/file/d/1mCjtYHiX--mMUjicuaP2gH3k-SnFxt8Y/view?usp=share_>

a. Check whether the distribution of all the classes are the same or not. b. Check for the equality of variance/ c. Which amount LDA and QDA would perform better on this data for classification and why. d. Check the equality of mean for between all the classes.

In [31]:

print("Column Names:", df**.**columns)

*# Check the distribution of all the classes (in this case, it's the before and after blood pressure measurements)*

class\_distribution **=** df[' Blood Pressure Before (mmHg)']**.**value\_counts()

print("Class Distribution:\n", class\_distribution)

*# Check for the equality of variance*

variance\_before **=** df[' Blood Pressure Before (mmHg)']**.**var()

variance\_after **=** df[' Blood Pressure After (mmHg)']**.**var()

print("Variance - Before: ", variance\_before)

print("Variance - After: ", variance\_after)

*# Perform LDA and QDA*

*# LDA assumes equal class covariance matrices and uses linear decision boundaries*

*# QDA relaxes the assumption of equal class covariance matrices and uses quadratic decision boundaries*

*# Check the equality of mean between all the classes*

mean\_before **=** df[' Blood Pressure Before (mmHg)']**.**mean()

mean\_after **=** df[' Blood Pressure After (mmHg)']**.**mean()

print("Mean - Before: ", mean\_before)

print("Mean - After: ", mean\_after)

Column Names: Index(['Patient ID', ' Blood Pressure Before (mmHg)',

' Blood Pressure After (mmHg)'],

dtype='object')

Class Distribution:

128 12

127 11

136 11

135 8

130 7

145 6

139 6

143 6

124 6

140 6

132 6

142 6

131 5

137 1

122 1

148 1

120 1

Name: Blood Pressure Before (mmHg), dtype: int64

Variance - Before: 43.53727272727271

Variance - After: 47.4448484848485

Mean - Before: 133.91

Mean - After: 128.36

Q-12. A pharmaceutical company develops a new drug and wants to compare its effectiveness against a standard drug for treating a particular condition. They conduct a study with two groups: Group A receives the new drug, and Group B receives the standard drug. The company measures the improvement in a specific symptom for both groups after a 4-week treatment period. a. The company collects data from 30 patients in each group and calculates the mean improvement score and the standard deviation of improvement for each group. The mean improvement score for Group A is 2.5 with a standard deviation of 0.8, while the mean improvement score for Group B is 2.2 with a standard deviation of 0.6. Conduct a t-test to determine if there is a significant difference in the mean improvement scores between the two groups. Use a significance level of 0.05. b. Based on the t-test results, state whether the null hypothesis should be rejected or not. Provide a conclusion in the context of the study.

In [32]:

**import** scipy.stats **as** stats

*# Given data*

meanA **=** 2.5

stdDevA **=** 0.8

nA **=** 30

meanB **=** 2.2

stdDevB **=** 0.6

nB **=** 30

*# Calculate the test statistic (t-value)*

squaredDevA **=** stdDevA **\*\*** 2

squaredDevB **=** stdDevB **\*\*** 2

t **=** (meanA **-** meanB) **/** ((squaredDevA **/** nA) **+** (squaredDevB **/** nB)) **\*\*** 0.5

*# Calculate the degrees of freedom*

df **=** nA **+** nB **-** 2

*# Calculate the critical t-value for a two-tailed test at 0.05 significance level*

critical\_t **=** stats**.**t**.**ppf(0.025, df)

*# Compare the calculated t-value with the critical t-value*

**if** t **>** critical\_t:

conclusion **=** "Reject the null hypothesis. There is a significant difference in the mean improvement scores between Group A and Group B."

**else**:

conclusion **=** "Fail to reject the null hypothesis. There is no significant difference in the mean improvement scores between Group A and Group B."

*# Print the conclusion*

print(conclusion)

Reject the null hypothesis. There is a significant difference in the mean improvement scores between Group A and Group B.